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Poster

Don’t put too much, or small font!

I Succinct title (and names)

I What is the problem and data you worked on?

I What were the key ideas in your approach?

I What techniques from the class did you use?

I What did you learn?
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Word Count
Consider as input all of English Wikipedia stored in DFS. Goal is to
count how many times each word is used.
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# Round
Rounds are slow
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Inverted Index
Consider as input all of English Wikipedia stored in DFS. Goal is to
build an index, so each word has a list of pages it is in.
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Phrases
Consider as input all of English Wikipedia stored in DFS. Goal is to
build an index, on 3-grams (sequence of 3 words) that appears on
exactly one page, with link to page.
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